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REVISION DETAILS

Version Description

1.0 Initial published version

1.1 Fixed the IPMI credentials.
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GETTING STARTED

Welcome to the 45HomelLab community. We are so glad you chose us.

ABOUT US

Serving our customers well is at the core of everything we do at 45Homelab. In an industry where
technical support is strictly timed, automated and impersonal we are real people solving real storage
problems. Our storage solutions are non-proprietary, giving you the freedom to run any software you
choose.

OUR GOAL

Provide you with the best storage solution for your data needs - not the most expensive one. Today we
provide the most affordable storage solutions in the industry.

OUR MISSION

To provide affordable open-source storage solutions while staying true to our community roots by giving
back to the open-source community that we rely on.

OPEN DESIGN

Unlike mainstream data storage providers 45HomelLab maintains an open design and ongoing
relationships with the open-source community.

WHY 45HOMELAB HL15

At 45Homelab we know home labbers have a strong vision of the infrastructure they want, and how to
build and configure it. A key pillar of a great home lab is sufficient storage that is customized and
configured how you need it.

The problem is home storage offerings today are under powered and have locked down software, while
enterprise solutions are just too big and expensive. We understand how frustrating this is, which is why
we've created the 45Homelab product line. It is big, strong, fast, while also being open and flexible so

you can easily modify, upgrade, and repair it, all at a price that makes sense for a power home lab user.

Our new HL15 is a 15-bay server that was designed to provide the power and storage needed for a great
home lab.
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HARDWARE

COMPONENTS AND SPECIFICATIONS

Chassis Dimensions (LxWxH): 27.25"L x 17.125" W x 9.000"H
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Below are the components that will be in your HL15 if you have not requested for any modification in
the order the below components will be present by default. Your CPU, motherboard, RAM, Boot drives
etc. could change based on your customization.
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Configuration A — Asrock ROMEDS-2T Platform

ID Component Model - specs
1 Backplane 15HDD Backplane & 8SSD Backplane
2 Boot Storage KINGSTON NV2 1TB Gen 4x4 NVMe M.2
3 Cables miniSAS HD 0.75m
4 Cables miniSAS HD 0.6m
5 Chassis HL15 Chassis
6 CPU AMD EPYC 7252
CPU AMD EPYC 7272
CPU AMD EPYC 7282
CPU AMD EPYC 7452
7 HBA Card LSI 9400-16i
HBA Card LSI 9305-24i
8 Fans Noctua NF-A14 PWM
9 Heatsink Dynatron A35
10 Motherboard Asrock ROMED8-2T
11 Power Supply Corsair RM1000x (1000W, 80 Plus Gold)
12 Rails Sliding rails -26.5in -36.4in length (Optional)
13 RAM 16GB DDR4 ECC RDIMM (2x 8GB
14 RAM 32GB DDR4 ECC RDIMM (2x 16GB)
15 RAM 64GB DDR4 ECC RDIMM (2x 32GB)
16 RAM 128GB DDR4 ECC RDIMM (2x 64B)
17 RAM 64GB DDR4 ECC RDIMM (4x 64GB)
18 RAM 64GB DDR4 ECC RDIMM (8x 64GB)
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https://www.kingston.com/en/ssd/nv2-nvme-pcie-ssd
https://www.amd.com/en/support/downloads/drivers.html/processors/epyc/epyc-7002-series/amd-epyc-7252.html
https://www.amd.com/en/support/downloads/drivers.html/processors/epyc/epyc-7002-series/amd-epyc-7272.html
https://www.amd.com/en/support/downloads/drivers.html/processors/epyc/epyc-7002-series/amd-epyc-7282.html
https://www.amd.com/en/support/downloads/drivers.html/processors/epyc/epyc-7002-series/amd-epyc-7452.html
https://download.asrock.com/Manual/ROMED8-2T.pdf
https://www.corsair.com/ww/en/p/psu/cp-9020094-na/rmx-series-rm1000x-1000-watt-80-plus-gold-certified-fully-modular-psu-cp-9020094-na
https://www.micron.com/products/dram-modules/rdimm/part-catalog/mta9asf1g72pz-3g2
https://www.micron.com/products/dram-modules/rdimm/part-catalog/mta18asf2g72pdz-3g2
https://www.micron.com/products/memory/dram-modules/rdimm/part-catalog/part-detail/MTA36ASF4G72PZ-3G2
https://www.micron.com/products/memory/dram-modules/rdimm/part-catalog/part-detail/MTA36ASF8G72PZ-3G2
https://www.micron.com/products/memory/dram-modules/rdimm/part-catalog/part-detail/MTA36ASF8G72PZ-3G2
https://www.micron.com/products/memory/dram-modules/rdimm/part-catalog/part-detail/MTA36ASF8G72PZ-3G2

Configuration B — ASUS ProArt X870E Platform

ID Component Model - specs

1 Backplane 15HDD Backplane & 8SSD Backplane

2 Boot Storage KINGSTON NV2 1TB Gen 4x4 NVMe M.2

3 Cables mMiniSAS HD 0.75m

4  Chassis HL15 Chassis

5 CPU Ryzen9 7950x

6 HBA Card LSI 9305-24i

7 Fans Noctua NF-A14 PWM

8 Heatsink Noctua NH-D15 G2 LBC

9 Motherboard ASUS ProArt X870E-CREATOR WIFI
10 Power Supply Corsair RM1000x (1000W, 80 Plus Gold)
11 Rails Sliding rails -26.5in -36.4in length (Optional)
12 RAM 32B DDR5 EXPO/XMP UDIMM (2x 16GB )
13 RAM 64GB DDR5 EXPO/XMP UDIMM (2x 32GB )
14 RAM 64GB DDR5 EXPO/XMP _UDIMM (4x 32GB )
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https://www.kingston.com/en/ssd/nv2-nvme-pcie-ssd
https://www.amd.com/en/products/processors/desktops/ryzen/7000-series/amd-ryzen-9-7950x.html
https://www.corsair.com/ww/en/p/psu/cp-9020094-na/rmx-series-rm1000x-1000-watt-80-plus-gold-certified-fully-modular-psu-cp-9020094-na
https://www.kingston.com/en/memory/gaming/kingston-fury-beast-ddr5-memory
https://www.kingston.com/en/memory/gaming/kingston-fury-beast-ddr5-memory
https://www.kingston.com/en/memory/gaming/kingston-fury-beast-ddr5-memory

INITIAL SETUP

UNBOXING THE HL15

“# Once you receive your new unit from shipping, inspect the box and make sure there isn’t any
shipping damage.

+ Put on protective gloves if needed and use a box cutter to open it.
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= Once the box is open you can take the unit out of the box.

+ Inside we can find another smaller box containing the accessories purchased with the server
along with some paper documents.
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* Lay the new unit on a flat surface like a table and make one more inspection to make sure
everything is in order. Lift the unit out of the box by the left and right side. Having a second
person may help.

45Homelab

A Division of 45Drives
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+ After the unboxing is complete you can move on to either racking the unit or placing the unit in
its final destination with the provided rubber feet.

*  The Rubber feet can be screwed into the base of the system for desktop placement.
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RACKING THE HL15

Note: Do not install the storage hard-drives before racking your new unit.

* If you purchased rails with your new 45Homelab unit or have supplied your own, you will be
able to attach them to the sides of the unit.

+ Unbox the rails and disconnect the part that attaches to the unit. There should be a latch on the
rail that allows easy disconnection.

14 @45HomeLab

Version - 1.1 A Division of 45Drives



s @%HomeLab

Version - 1.1 A Division of 45Drives



+ Locate the screws inside the included rail mount kit and screw the rails onto each side of the
unit.
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* The rails only go one way so make sure you put them in correctly. The rails should have
indicators on them to show which side and which side is up.

+ Screw the screws back in their respective places, holding the rail as you do this. (It may be easier

if one person holds the rail and a second person screws them in.)
L
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* Once the rails are attached to the side of the unit, you can install the other piece of the rail into
the rack. Once again there are indicators showing which way needs to be up and which side is
which.

45Homelab
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+ After both parts are installed, it is now time to connect them. You have to align the sides
perfectly.
+ Extend the rails on the rack to full length.
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+ Pick up the unit with another person and align the sides of the rails on the rack with the sides of
the 45Homelab unit. Make sure that the rails are on securely or the unit may fall.

+ Slide the unit onto the rails until you hear a click. You will then need to flip the latch to fully
move the unit into the rack.

4
-
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' Now let’s attach the rack ears with the provided hardware.

+ After the unit is racked the next step is to Insert the Storage Drives

21 @45H0mel_ab
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INSERTING THE STORAGE DRIVES

1 Once your unit is racked or in its final destination you can now start installing the storage drives.
+ Itis best practice to install the drives starting from index 1-1 and sequentially incrementing in
order.

+ The drive should fit snugly into a slot. Make sure the back of the drive is facing the right when
placing in the slot

1 After all the drives are inserted into the slots, you can close up the unit and move on to hooking
up the needed cables to your unit.

22 @45H0mel_ab
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CABLE SETUP

At this point, you should have the unit unboxed, racked, and storage drives installed. The next step is to
connect the cables needed to connect and configure the unit.

Asrock RomeD8-2T

UID Butt 7 V ‘ ——

Power
Cable Slot

Fig: Back panel slots

Component
Serial
VGA port
IPMI slot
USB slot
USB slot
10G port
10G port
Power cable slot
Power switch
UID Button

Table: Back panel slot details

+ For the initial connection to your unit, you will need to connect an ethernet cable to the IPMI
port (3) on the back of the unit. You can connect a 1GB LAN cable from your router or switch as

23 @%HomeLab
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per your network setup.

* You can plug in another Ethernet/ LAN cable to provide internet to the server and where we will
be accessing the data from to either slots labeled 6 or 7. If you want to bond or aggregate them
then you can connect LAN cables to both 6 and 7.

+ A VGA monitor will also be connected initially so you can see the BMC IP address in the bottom
left-hand corner of the screen when the unit first turns on. You can connect the monitor to the
VGA port (2).

+ If you want to configure the unit locally, a USB keyboard will also be beneficial. You can use any
of the USB slots labelled from 4 or 5 in fig above.

+ The last step would be to plug in the power cable to the power supply. Slot labelled 8.

t After that you can turn on the power switch and then press the round blue power button to turn
on.

Asus ProArt X870E-CREATOR WIFI

2 x USB4® ports with
BIOS FlashBack™

1 xUSB 2.0 port

3 x Audio jacks

7 x USB 10Gbps ports
DisplayPort™ 1.4 (8K @ 60 Hz)

®2.1 port (4K @ 60 Hz)
10 Gb & 2.5 Gb Ethernet

1 x USB 20Gbps Type-C® port
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+ For the initial connection to your unit, you will need to connect an ethernet cable to the either
2.5 Gb or 10 Gb ethernet port on the back of the unit. You can connect a 1Gb LAN cable from
your router or switch as per your network setup. If you want to bond or aggregate them then
you can connect LAN cables to both 6 and 7.

* Connect a monitor via HDMI or DP IN.

+ If you want to configure the unit locally, a USB keyboard will also be beneficial. You can use any

2 @%HomeLab
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of the USB.

+ The last step would be to plug in the power cable to the power supply.

t After that you can turn on the power switch and then press the round blue power button to turn
on.

Power requirements

* The PSU we provide with the appropriate options is a Corsair RM1000x

+ If you are sourcing your own power supply, you can use this as a minimum guideline. It is
especially important to ensure you have at least 20A of 5v power.

+ In addition, if you plan on using a graphics card, or anything that will increase power draw, you
may require a more powerful supply.

+ Corsair Modular ATX Power Supplies are guaranteed to fit

- @45HomeLab
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45HOMELAB HL 15 INITIAL CABLING SETUP DIAGRAM

@ 45Drives

2% @45HomeLab

Version - 1.1 A Division of 45Drives



INITIAL CONFIGURATION /SETUP

Now you have your HL15 all powered up and ready to be configured. Before we proceed you need to
have the below steps completed.

1. The power cables have been connected.
2. The IPMl slot has been plugged in with a LAN cable(for ASRock RomeD8-2T only)
3. At least One of the ethernet slots have a LAN cable plugged in
4. A monitor is connected.
NETWORK SETUP

USING THE DESKTOP UI

* Login to the desktop Ul using the 45drives user and 45Dr!ves as the password.

45drives -

_—

{ ¥ | vevesand]

Login

* Once logged in we can check if our interfaces are up
+ Open a terminal and type the command ip a to check if your interface is up. You should be able
to see that a broadcast carrier is available like below.

27 @45H0mel_ab
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carrier/connection detected

Mo carrier/connection detected

+ Go to the applications in the top left corner. Go to settings -> Advanced network Configurations

-, Applications -

El Run Program...

[ Terminal Emulator

(& File Manager

B M3l Reader

&% Web Browser

3 settings B settings Manager

M sdministration K Accessibility

¥ Accessories '3 Advanced Network Configuration

.

=l Development ¥ Appearance &

* You should be able to see your network connections/ interfaces there

+ It will either show the interface name or might say like wired connectionl, 2 etc

* You can double click on it to check the actual interface name

+ If the interface is not showing you can click on the plus sign and add a new ethernet connection.

8 @%HomeLab
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L Editing Wired connection 1 Ao

Connection name ‘ Wired connection 1

General Ethernet B02.1X Security DCce Proxy IPv4 Settings IPv6 Settings

Device | [Zy8 - |
Cloned MAC address - |
MTU | automatic + | bytes
[ Default [ ] phy [Junicast [ |multicast
Wake on LAN — = = e
| |lgnore | |Broadecast [ | Arp [ |Magic

Wake on LAN password |

Link negotiation| Ignore - |
Speed| 100 Mbyfs - |

Duplex | Full - |

cancel | | + Save

+ Edit the interface and go to the IPV4 settings section to set the IP. Change the method to manual
for setting the static IP and click on add to enter the IP details.

2 @45HomeLab
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snname | Wired connection 1

Addresses

Address Netmask Gateway

DNS servers [

Search domains

DHCP client ID

[ Require 1Pv4 addressing for this connection to complete

Once the details have been entered click save

Addresses
Address Netmask Gateway
192.168.210.5 16 192.168.0.1

DNS servers ‘ a.8.88

Search domains

DHCP client 1D ‘

|| require IPv4 addressing for this connection to complete

30
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After this you can start setting the password for your root user using below command in the terminal and
set the password.

>, | Terminal - 45drives@hll5:~

File Edit View Terminal Tabs Help

[45drives@hll5 ~]$% sudo passwd root

[sudo] password for 45drives: |

SETTING UP IPMI (Asrock ROMEDS8-2T Only)

This is just an optional setup, IPMl is not required for the setup. IPMI would help you with remote
monitoring. You can skip this step if you prefer.

IPMI or Intelligent Platform Management Interface is an open, industry-standard interface that was
designed for the management of server systems over network. It enables you to monitor and control
your server platform, as well as to retrieve information about your server platform is a standard. It
supports FRU inventory reporting, system monitoring, logging of system events, system recovery (system
reset or power off) or alerting.

* Turn on the server by pressing the power button at the back panel.
+ Once the server starts booting up the IPMI address will be shown during bootup in the bottom
right-hand corner.

31 @45HomeLab
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Fig — Finding IPMI/BMC IP
* Once you have noted the IPMI IP you can open the same in the browser in your laptop or your
desktop as per your preference.
* You need to open the browser and type https://BMCIP to access the IPMI interface
+ The default login credentials are :

Username - admin
Password - 45Drlves

ASROCKRACK

Remamber Username

Language

English -

Fig-IPMI log screen

* Pictured below is the IPMI set up screen

— & A& | us-eegen =| mans Sy P

Dashboard

Product Information Firmmavare Infanmation Mitwoak bnform atien

T ep——
G evenls |

+ Once you click on a Launch, a new window will be open. You click “laiinch H5Viewer” ta onen the remote console in a

3 @45HomeLab
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https://bmcip/

new window using the HTMLS5 interface. If you prefer the Java interface, click “Launch Jviewer
# Dashboard

B System Information

|l Logs & Reparts

£ sottings

L Remote Controd

* Once you click on a Launch, a new window will be open. You click “launch H5Viewer” to open the remote console in a
new window using the HTMLS5 interface. If you prefer the Java interface, click “Launch Jviewer” instead.

HESViewer

Click hesa o go 1o Re

CF waunch HSGemer

+ Once you click on a Launch, a new window will be open.
* Here you can login to the desktop using your login user account.

SETTING THE NETWORKING USING NMTUI

This is just an additional option to set up a network other than using the Ul. You can ignore this if you
have already set the IP using the Ul and move to the Houston login and config section.

+ You can run “ip -c a” to show your interfaces with colored IP addresses. This helps to distinguish
what you’re looking at.

ivision of 45Drives
Mo carrierfconnection detected

5HomeLab




Fig — showing connection detected on the network interfaces

So, you can see in the above diagram that the interface enol has a carrier detected which means
there is a LAN cable connected to the NIC slot.

Similarly, eno2 has no carrier which means it's not connected. If it is connected and still not
detected it will need further troubleshooting.

Once you have your interface connected with the carrier detected, the next step is to set a static ip
for your server.

We will be using this IP going forward to access the server.

34 @45HomeLab
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Setting Static IP

* Run the command “nmtui” to access NMTUI, network manager.

NetworkManager TUI

Flease =elect an option

Edift a conhection
Activate a connection
Set sustem hostname

Quit

Fig: NMTUI

+ First, we will set a static IP. Click Edit a connection.
1 Select the interface that we want to set the static IP. This example is enol. Select that interface
and click on edit.

Ethernet
gnol
EnOE

Bond
bondo <Delete:

Bridge
wirbro

' In case the interface names show up as wired connection 1,2 etc you can select that and confirm
what the actual interface name is by checking device name like below screenshot.
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| Edit Connection |

Profile name QRN

Deyvice -.;:_:f"
+ ETHERNET <Shou
+ IFy4 COMFIGURATION <Automatics £Shour:
+ IPYE COMFIGURATION <Automatich £Shou

[¥] Automatically connect
[¥] Awvailable to all users

{Cancel> [

* Navigate to IPv4 configuration and change automatic to manual and then click show.

| Edit Connection |

Profile name |
Wita-Menol (AC:1F:6B:EE:(@:56)

= ETHERNET <Show>
= IPv4 CONFIGURATION <Automatic> <Show>
= IPv6 CONFIGURATION <Automatic> <Show>

[X] Automatically connect
[X] Available to all users

£Cancel> <O0K>

+ Here we can enter our static IP information. Be sure to remember to add your subnet after your IP
address. (Most common would be /24, which correlates to a subnet mask of 255.255.255.0) If
you will be joining a domain, you can set your server’s DNS. Click OK. (Even if you aren’t joining a
domain, if you want to be able to resolve internet addresses via names you will need to give a
DNS whether it's a public one or an internal one. Because we're setting a static IP, if you don’t
include a DNS at all you won’t be able to download packages or anything because it needs DNS.)

36 @45H0me|_ab
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{ Edit Connection |

Profile name
Device

enol (AC:1F:6B:EE:C@:56)

ETHERNET

= IPv4 CONFIGURATION
Addresses

<Manual >

192.168.246.15/16
<Add...>
[CEN-PEV 192 .168.0.1

DNS servers

192.168.145.1
<Add...>
<Add...>

Search domains

Routing (No custom routes) <Edit...>
[ ] Never use this network for default route
[ ] Ignore automatically obtained routes
[ 1 Ignore automatically obtained DNS parameters

[ ] Require IPv4 addressing for this connection

IPv6 CONFIGURATION <Automatic>

[X] Automatically connect
[X] Available to all users

Fig — Setting static IP

+ Next, click Back and then click on Activate a connection.
* You will need to activate that interface .

Ethernet (enol)

<Deactivate>

* enol

Ethernet (eno2)
eno?

Ethernet (ens7f@) R
ens7f@

Ethernet (en 571‘1.}
ens7f1l

37
Version- 1.1

@

<Remove>

<Remove>

<Show>

<Hide>

<Show>

<Cancel> V&

45Homelab

A Division of 45Drives



1+ Deactivate and reactivate the interface. This resets the connection and ensures proper
communication. (If you as SSH’d over the interface that you are working on, deactivating will kick
you out of your SSH session, so either doing this when you are physically at the server, or over
IPMI will allow you to disable and enable the interface.)

Setting a Bond

+ Click Edit a connection, and click Add.

lE.the rnet _T

enol

eno2 <Edit...>
ens7fl =

ens7f0 ﬁ <Delete>

Fig — Add Bond
* For the type of connection, select Bond.

I MNew Connection I

Select the type of connection you wish to create.

DSL T
Ethernet
InfiniBand
Wi-Fi

!

<Cancel> <Create>

+ Enter your Profile name and Device name. Fomf this example, we have used Bond1. Under Slaves,
click Add and select Ethernet.

38 @45H0mel_ab
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| Edit Connection |

Profile name [Salgtanl
Device [sfalglenl

= BOND
Slaves

<Hide>

1

<Edit...>

<Delete>

I New Connection I

Mo| Select the type of slave connection you wish to add.

Ethernet 1

InfiniBand

=1IP
= 1P
<Cancel> <Create>
[X]
[X]

<Cancel> <OK>

* For this example, we will be using the NIC ports. Enter your interface name under Profile name
and Device, and click OK.

+ Do the same for ens7f1. Your Slaves table should look like this.
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| Edit Connection ;|

Profile name [Sfslslsn
Device [sfalgtsi S

= BOND
Slaves

ensf71

Mode <Round-robin>
Link monitoring <MIT (recommended)>
Monitoring frequency ms
Link up delay ms
Link down delay ms
Cloned MAC address

= IPv4 CONFIGURATION  <Automatic>
IPv6 CONFIGURATION  <Automatic>

[X] Automatically connect
[X] Available to all users

+ Add your IP address info for your bond, and click OK.
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<Delete>

<Hide>

<Show>
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<Cancel> <OK>
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| Edit Connection |
<Add>
<Edit...>

<Delete>

Mode <862.3ad>
Link monitoring <MIT (recommended):>
Monitoring frequency ms.
Link up delay ms
Link down delay ms
Cloned MAC address

IPv4 CONFIGURATION  <Manual> <Hide>

fi%els [P W 192 . 168.246.1/16 <Remove?>

<Add...>

Gateway pheyie LS. |
DNS servers R <Remove>

<Add...>
Search domains <Add...>»

Routing (No custom routes) <Edit...>
[ ] Never use this network for default route
[ ] Ignore automatically obtained routes
[ ] Ignore automatically obtained DNS parameters

[ ] Require IPv4 addressing for this connection

IPv6 CONFIGURATION  <Automatic>

[X] Automatically connect
[X] Available to all users

<Cancel>

it

+ Here we can see our bond has been created.
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Ethernet
enol
eno2
ens7f1
ens7f@

Bond
Bond1

<Add>

<Edit

<Delete>

P

+ Click Back, and go to Activate a connection. Highlight Bond1 and Deactivate it.
* Now activate it. Make sure the two slave ports are deactivated.

Ethernet
¥ anol

Ethernet
eno2

Ethernet
ens7f@

Ethernet
ens7fl

Bond (Bond1)

Bondl

(eno2)
(ens7f0)

(ens?fi)

* Now, run another “ip a” command. Your bond is now listed.
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[root@krockydSd ~]8 ip -c a
<LOOPBACK , UP, LOWER_UP> wtu & G isc nogueue state UMKNOWN group default gqlen 1008
link/loopback [ A H: 5 }
Pt /8 scope host lo
valid 1ft forever p srred_ 1Pt forever
ineth J128 scope ho
valid Ift forever preferred 1Tt forever
CBROADCAST ,MULTICAST ,UP, LOWER UP> mbu 1588 qdisc mq state | group default glen 106a
link father sbbze bird FoFf-FFff
inet scope global noprefixroute enol
valid 1ft forever preferred 1ft forever
ineth JBd » link noprefixroute
valid 1ft f ' weend 1t for
¢ ARRT JMULTICAST UP» miu 1508 gdisc mq state group default glen 1888
brd § Ffoffef
ST, MULTICAST, SLAVE, P> mtu 1588 gdizc mg master Bondl state group default gqlen 1868

P> wtu 1580 qdisc mg master Bondl state group default glen 1858
2 permaddr a8:36:9f: 142
WADCAST  MULTICAST  MA > wtu 1500 gdisc nogueve state group default glen 1008

link/ether f f

inet b ope global noprefixroute Bondl
valid_lft for

tBkrockydSd ~Ji

HOUSTON LOGIN AND CONFIG

You should already have the Houston modules installed in your server. You can access Houston Ul at

https://SERVER-1P:9090 .

You can use the root account you created and the password or the 45drives user as well to login. The
root account would have the elevated privileges.

Rocky Linux

User name

Password

5\:. H U USTU N

COMMAND CENTER

Server: homelabs

Log in with your server user account
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https://server-ip:9090/

CREATING ZPOOL

' Once we're logged into Houston, you should see a list of modules. You will see the ZFS tab. Click

on this to continue.

Q, Search

System

Overview

Logs

ZFS

Storage Devices

Networking

Virtual machines

Accounts

Services

* On the top right of the ZFS page you will notice Storage Pools. Click on this to begin creating your
first storage pool. When we create a pool with ZFS, we select the drives we want to be part of

the pool. In our case all 15 drives

Create Storage Pool | Import Storage Pool H Refresh i

+ Provide a name for your new storage pool, in this test environment we have named the pool

tank in this example.

+ Select which raid you would like to use under “Virtual Device “. We usually recommend RAIDZ2
which is equivalent to RAID 6 and has two drive redundancy.

* Then select your hard drives and click on “Create” to finish. Ensure you uncheck Disks WWN, and
then select “Device Alias” so the pool is created with the Disk Aliasing to easily identify drives (i.e

1-1, 1-2, etc.)
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We do not recommend setting “refreservation” below 10%. With this disabled we can write to the
ZFS Pool/Dataset and fill it entirely, at which point the pool may be unusable and data could be lost.

Create Storage Pool

Mame € tank

wirtual Device RaidZ2 -
Disks WWHN
Disks Identifier Device Alias -
Disks 0 12 TB STI2000NMOO07-2A (5000c500b17de72b) “
O o

Physical Sector Size: 4 KB

10 TB WDC_WDI0IKRYZ-01 (5000cca273d9632h)
(=]

Physical Sector Size: 4 KiB

10 TB WDC_WDIDIKRYZ-01 (5000cca27 3d971ef)
O fdevizdn

-
Phy=ical Sector Size- 4 KR
One or more disks is missing a Device Alias identifier.
Chne or more disks used to be a member of a Storage Pool.
Sector Size 4 KB -
Record Size 128 KiB -
Deduplication Off -

g

S

Refreservation . 10
Options L74 compression
Automatically expand storage pool when larger devices are added
Automnatically replace devices
Autornatic TRIM
SELinux contaxts for Samba

Faorcefully create storage pool
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CREATING ZFS FILESYSTEM/DATASET

+ With your new storage pool created, we can now create some datasets to share out. You will see
Create Filesystem. Click on this to continue.

Storage Pools
Name Health Size
~  tank © ONLINE 8186 TiB
File Systemns  Snapshots  Status
7/12/202,9:36:17 AM 3
Name Available Used Snapshots Refreservation
tank 6041 TiB 229 MiB 0B 0B

Allocated Free

414 MiB 8186 TiB
Record Size Compressian Deduplication
128KiB Lz4 Off

[ Refresh "

Create Storage Pool [ Import Storage Pool

Fragmentation Usage

0%
Create Filesystem
Share Mounted Replication
Off Yes No

+ Inthe new window that appears, give your new filesystem a name. We can leave all of the
options at the default settings. In this example, we have used nfs.

Create Filesystem

Hame @

Encryption

Acce:

Diods Size

Extended Attributes  |nharited (System Attribute)

NFS Share

rited (128 KiB)

SELinux contexts for Samba

Enabis Samba share

Read anly

+ If you wish you can change those other parameters as per your preference and even set quota as

well.

+ Once you click on create you will have your dataset created.

Stams
Mame Luallahla Jsadt Snapshors Retesprvation  Record Sire Compression Daduglication Snare
ark 04178 25MB oB 8 122KB 24 o oF
ik o GO&ITE TRIEKE 08 08 ZIKE s ot
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* Now you will be able to see your ZFS pool, datasets, and drives within the File Systems Tab, and
Status Tab within the ZFS module.

* If you are to run zpool status command within the Terminal you should see the output of the ZFS
Pool, its VDEVSs, and Disks.

+ You can create as many datasets you want based on how many shares you are planning to
create.

\ If you are unable to create the pool, ensure the drives you are using are free of any

\ partitions.

Ensure the disks you are using to create the pool are of the same size

CREATING YOUR SHARES

Once you have your pool and dataset created, the next step is to create network shares. You can either
create SAMBA/NFS shares.

Samba/SMB shares

* Make sure SMB Services Running and Enabled
« SMB Ports Open on Firewall (133/tcp, 445/tcp and 137/udp, 138/udp)

= In Houston Ul, navigate to the File Sharing tab. And click on the Samba tab, if not selected.

45Drives Disks
45Drives Motherboard
45Drives System

Navigator

File Sharing

Identities
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+ Once here, we can begin configuring our SMB Shares

::L: pearl © Help ~ 8 Session ~

Q Search +4145Drives  Samba File Sharing (.
-

Overview Global

Networking

Server Description

Storage Devices Warkgroup

Virtual Machines

Log Level
User Accounts

Services
Global MacOS Shares

Logs Opt for Mac0s
Advanced Settings +

45Drives Disks.

45Drives Motherboard

45Drives m
Navigato
Shares
File Sharing
Identities Name Path +
smishare tank/smb: [P
Tacls nap tank/smbfsf zis/snapshot ® 0
test tank/test “ o

* First, we can add any options to the Global SMB configuration.

* Here we can change the Server Description, the Workgroup, Log Level, and add any additional
parameters to the SMB configuration in the Advanced Settings box by clicking the down arrow.
For example, here we’ve added a few parameters to help with MacOS performance on an SMB
share.

roote Seon v

black pearl @ Help ~ &8 Session

Q search £45Drives  Samba 5 File Sharing .
Global

Networking

Server Description

Workgroup

Virtual Machines

Log Level
User Accounts 2

Services

Global MacOS Shares

Logs O

Advanced Settings
45Drives Disks

45Dy lotherboard

Navigator

conce | oy |
File Sharing - Acply

Identities
Shares
Tools
Benchmarks Name Path
smbsshare . — &
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begin.

Next, we can create an SMB share, we can scroll down to Shares and select the Plus button to

/pool_name/dataset_name (you can now create the path here instead of ZFS)

+ if we are domain joined, we can select to use Windows ACLs.

Here we can set the SMB Share Name, a Description, and the Path to be shared out. It will be usually

+ We can specify any Valid Users and Valid Groups, allow Guest Access, make the SMB share Read
Only, make it Browsable, and enable Windows ACLs, as well as some other options.

Adding options to the SMB share

* We can also add any additional options in the Advanced Settings box via the drop-down arrow.

-+

sure that the permissions are inherited from the parent folder.

* There are a few preselected options we can enter into the Advanced Settings box by selecting

one of the buttons below: Shadow Copy, MacOS Share, Audit Logs.

* Here we can see we’ve created a share called “samba” with a description of “smb-share”. It is

In the Advanced Settings box, we entered “inherit permissions = yes” ourselves. This is to make

pathed to our ZFS dataset at “/tank/samba“. We have added the “administrator” to Valid Groups,
and left the share Browsable.

© Help v L Session =

iew

Networking

ZFS

Storage Devices

4 erboard

45Drives System

Navigator

File Sharing

Identities

Tools

Benchmarks

Software Updates

Terminal

7'45D0rives Samba

valid Users @

Add User
Valid Groups
administrator X
Add Group
Guest OK
Read Only
Browseable
Windows ACLs
Shacow Copy
MacOS Share

Audit Logs

Aduanced Settings ~

Aan

File Sharing

+ Here we can see our SMB share is created.
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@ Help v L& Session ~

black pearl

Q search +45Drives

Overview

Networking

Storage De
Virtual Machines
User Accounts

Services

45Drives Motherboard
45Drives System
Navigator

File Sharing

Identities

Tools

Benchmarks

black pearl

Samba  NFS File Sharing
= X
Log Level
Global MacOS Shares
Advanced Sattings v
Shares
Path +
| “ o
“ o
nap “ o
- “ o
Import/Export Config
m m Impart configuration from /etc/sanba/ssb.conf 2]
e

* |f you were to run “testparm -s” on the command line you will see your samba
share has been added and configured properly in its own section.

@ Help -

System Y

Overview

Networking

ZFS

Storage Devices

Virtual Machines

User Accour

Services

Logs

450rives Disks

45Drives Motherboard

45Drives System

Navigator

File Sharing

Identities

Benchmarks

Software Updat

Terminal

root@black-pearl: Fontsize - 16 + Appearance Black v

le = No
comment = Al Pri

[print§]
coment = Printer Dr
path b

guest ok =
path = /tank/test

read onl
1id inistrator
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Setting up Local User Access SMB Shares

This is to create local users and groups and add them to provide access to your samba share.

+ Go to the identities tab in Houston

+45Drives Identities “

User Login History [§ 11/15/22

User = Session Start N Session End Time Logged In 5 1P Address T Auth Result

still Logged In 1 Hour, 45 0.0.00 web console good

1 Click the ‘Users’ section, this will open a page with a list of users. Select “New User”.

+:45Drives |dentities
*
® v ° o ° ° ° o,
- _a A _a a _a a
root nobody L'?Z:?SE;::M test user alex New User

* Fill in the Username, Full Name/Description. Then click “Apply”. It is also possible to assign this
new user to a group at the bottom of the prompt. If applicable it can be done here, or a user can
be assigned at a later time.
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New User

Details

Username

smbuser

Full Name/Description

Samba User

Home Directory

JShome/smbuser

Legin Shell

Bash /bin/bash

<

Groups +

smbuser (primary group)

+ A prompt will come up to set the user's password. This is a local Linux password, it can be used to
SSH into the machine, or to authenticate to Houston.

Set login password for smbuser

8 eeeeees R

2

The password should satisfy the following requirements:
one lowercase letter

one uppercase letter
one number

v
W
one special character
v

8 characters long

* The user generation will complete successfully. The user should now be able to authenticate to
Houston or SSH with that password.
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* The below sections will detail assigning a user to a specific group, and setting an SMB password
if applicable.

Assigning a Linux Group to a User

* In the “Users” section the new user should be seen. Click on the user to assign a group.

#-45Drives Identities
*
® o ® ® ® ® ® ® o,
a - A _a - - A P
roct nobady ,L":‘Ij\':r?e;:;]u) test user alex S?:“:Ej-g:fr New User

+ Click on the “+” under the Groups section.

Groups

smbuser (primary group)

+ A dropdown will pop up and you can now select a group to assign to the user.

Groups
smbuser (primary group) render
root
_ . sambashare .
Delete User [ Terminate Session |— “
sambausers
sas|
Credentials shadow .

+ The newly added group should be displayed under the Groups section. Click “Apply” to save
changes.
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Details

Full Name/Description

Samba User

Home Directory

/home/smbuserl

Login Shell

L8l

Bash /bin/bash

Groups

sambausers

smbuser (primary group) .

Configuring a Samba Password for a User

+ Select the user you wish to assign a Samba password. The Samba password will need to be set to
allow users to authenticate to Samba shares. It can be the same as the Linux password, but does
not have to be. Click on “Set Samba Password”. Enter a password and click “Apply”.

Identities

Samba User (login=smbuser,uid=1663,gid=1084)

Credentials

User Login

Change Account Password Lock Account Password & Edit Password Expiry

@ Password never expires.

Samba

Set Samba Password
SSH
Generate SSH Key Pair Test Passwordless S5H

Authorized SSH Access Keys +

No keys. Click '+* to add one,
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Set Samba password for smbuser

The password should satisfy the following requirements:
one lowercase letter W

one uppercass letier

one number

& characters long

\/
W
one special character '
W
different from user name +*

Set SMB permissions using local users and group

‘' Click on the edit button of the share you want to add the user to grant the permissions.
Shares

Name Path

audit /zfs_pool/audit

+ Click on edit permissions
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samba Stank-mirror/samba

Share Name

[
W
T

Share Description

Describe your share

Path

Edit Permissions

Valid Users @)

Add User W

Valid Groups

Add Group v

+ Select the owner and the group for the share and set the permissions as well as per your
preference.

Share Directory Permissions

Read Write Execute

Owner
Group
Other O
Mode rwxrwxr-x (775)
Owner

admin v
Group

smbgroup v
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* You can also select valid users and groups if you want to provide access to multiple of them.

Valid Users @

Add User v

Valid Groups

Add Group v

* Now you can verify by connecting the share.

Connecting to SMB Share on Windows and MacOS
Connecting to SMB Share on Windows

* On a Windows client, go to This PC in File Explorer.
+ Right click and select Map network drive.

Trilogy Innc
w [ This PC ¥

B 2D Obje  Collapse
I Ceskto Manage
F g

|if| Docum Pin to Start

; Downlo Map network drive..,

J’ Music Open in new window

=1 Picture Pin to Cuick access

= :

ﬂ Vid Disconnect network drive...
ideos

2 Local D Add a network location

= secure | Delete

» == public ( Rename

* In this menu, enter the server IP address in the following format \\SERVER-IP\SHARE-NAME and
select Connect using different credentials.
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ﬁ? Map Metwork Drive

What network folder would you like to map?

Specify the drive letter for the connection and the folder that you want to connect to:

Drive: ¥:

Folder: [ \\192.168.42.7T\samba

Browse...

Exarnple: \\serverishare
Reconnect at sign-in
Connect using different credentials

Connect to a Web site that vou can use to store your decuments and pictures,

* Enter the login to connect to the SMB share.

Windows Security

Enter network credentials
Enter your credentials to connect to: 192.168.42.71
smbuser

I:l Remember my credentials

Cancel
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+ Here we can see our SMB share is connected, and we can create a folder.

Connecting to SMB Share on MacOS

“«

1 At the toolbar on the top of the screen, press Go and then “Connect to Server..."

Bl L5 Thui2adPM Q

Enclosing Folder ®t

8 Desktop %D
© Downloads

Recent Folders

60 to Fi

L0l «BE:, -~QO0NxOa @ /
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* In the address bar, enter smb://SERVER-IP/SHARE and click Connect. We can also select the plus

oL

at the bottom to save this information if we need to reconnect.

M O Thuizaspm Q=

I
T T

@ Finder File Edit View Go Window Help

[ rmwaiesaz vsames

Favorite

smb://192.168.42.7)/samba

Legoale: s BE:

Enter the login to connect to the SMB share.

TQO~NO& M |/ o

® Finder File EGl View Go Window Help B 5 ThuizasPM Q=

— i~

Enter your name and password for the server
102.168.42.71"

% ConnectAs: Gusst
© Registered Ussr

.........

Remember this passward in my keychain

e N

E‘Q!g;nk_.g'@u 7 1 @Q‘@ﬁ / m—
0 & 45Homelab
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* Here we can see our SMB share is connected, and we can create a folder.

W 5 Thulza7pM Q=
— -

Leoil e s8B! 00 ~0& s

Managing NFS in Houston Ul

4
J * NFS Packages Installed
Points to
; e NFS Services Running and Enabled
\\ e NFS Ports Open on Firewall (2049/tcp, and 2049/udp if NFSv3)

* In Houston Ul, navigate to the File Sharing tab.
+ Once in that page, we can select the NFS Tab to begin configuring our NFS shares.
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#45Drives s: NFS File Sharing .

Overview

Networking

s Shares
Storage Devices
Path i
Virtual Machines
User Accounts
Services Import/Export Config
Logs

45Drives Motherboard

t We first begin to create our NFS export by selecting the Plus Icon on the right.

* We can define the path to be shared out. It would be usually /pool_name/dataset_name

t  select the range of IPs for client access, and add any additional NFS options to our share.

+ If we leave Client IP empty, it will default to everyone, and if we leave Options empty, it will
default to ‘rw,sync,no_subtree_check’

© Help > K Session

~ +145Drives Samba  NFS File Sharing (.
Overview
Networking
ZFs Shares
Storage Devices New Share
Virtual Machines Share Path
User Accounts
@ Share path is required

Services

Clients Ir
[

Host Settings
45Drve:

nwsyneno_sublree_check
451 otherboard
=

45Drives System
Navigator

Path +
File Sharing
Identities

Import/Export Config

Tools

Software Updates

Terminal (7]

+ Here we create an NFS share, with a path to our NFS dataset at /tank/nfsfs. We have set the
Client IP to be available to 192.168.*.*. For settings you can give
“rw,sync,no_subtree_check,no_root_squash”
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P88 D

+ If you haven’t opened the firewall ports then follow the below steps
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Add services to public zone

@® Services () Custom ports

Filter services  nfs

i

TCP: 2049

Identities

Mounting NFS Share to Linux Client

Here we will discuss the process of mounting an NFS share to a Linux client and to mount on reboot.

* Go the terminal and run the command below to install the nfs package
install nfs-utils

' To mount an NFS share, first create a directory to mount it to.
mkdir /mnt/(mount_point)

eg:
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+ Now use this command to mount the share. Edit the fields for your specific case, i.e. Server IP, Pool Name, and Share
name. See example below.

mount -t nfs {ServerIP}:/(pool_name)/(nfs_share_name) /mnt/(mount_point)

mount

Add Mount on Reboot

+ To allow the share to mount on reboot, you will need to edit the fstab. You can use your
preferred text editor, here we have used vim.

vim /etc/fstab

* Add the mount point in the format see below.

{ServerIP}:/(pool_name)/(share_name) /mnt/(mount_point) nfs defaults,_netdev 0 0

-partl /

fboot

Verify Share Mounted

+ To ensure the share has mounted, you can run the command df.

@@ ® L

P EREREEPEO

[+

npts
.1

=
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Verify Mount on Reboot

+ To ensure the share will mount on reboot after editing the /etc/fstab, unmount the share.

umount /mnt/nfs_share

+ Remount the share using the following command, this command will mount all shares in the
Jetc/fstab file.

mount -a

+ Run the command df again to ensure the share was mounted.

SETUP ISCSI STORAGE

Prerequisite:

1. Install Ansible
Rocky Linux

dnf install -y epel-release

dnf install -y ansible

Ubuntu

apt update

apt install -y ansible

2.zpool created
Refer to zpool creation section in manual

3. ssh key generated and copied to local host in terminal run ssh-keygen then press enter until the

command field is blank again then run ssh-copy-id localhost and enter the nassword of vour user

66 @45H0mel_ab

Version - 1.1 A Division of 45Drives



4. image file created in zpool
Create a ZFS dataset with your naming scheme of choice, in this case we’ll use “images”.
5. /etc/hosts file correct

ensure /etc/hosts file has entry that has hostname and IP along with local 127.0.0.1 local hosts

Create Filesystem

arent File System tank -
Hame @) imageq
Inherited {(On) -

Inherited (Sersitive) -

Compinession Inherited (LZ4 -

De Inherited (OFf) -

Inherited (Legacy) -

E i L Inherited (System Attribute) P
MNF5 ar

e 0 KB =

Record Size Inheribed (128 KiB -

Opticine SELmux contexts for Samba

Enable Samba share

Read only
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ault glen 1080

mtu 1580 qdisc mq state DOWN group default qlen 1800

R_UP> mtu 1500 qdisc mg state UP oup default glen

+ Install iscsi-ansible playbook package then navigate go to /usr/share/iscsi-ansible/
+ edit the hosts file to point to the host name
+ cd groups_vars and run cp all.yml.sample all.yml

+ We'll see three options, for a single server deployment, that is not offline and we want the
ansible playbook to open the necessary firewall ports we won't change anything

dnflinstall iscsi-ansible

apt install iscsi-ansible # Ubuntu
+ Edit the all.yml to reflect the below for single server deployment.
+ Run the following commands in the terminal:

cd fusr/sharefiscsi-ansible
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+ Edit group_vars/all.yml

offline_install: false
manage_firewall: true
clustered: false

cd ..
ansible-playbook iscsi-deploy.yml -i hosts

+ Once this completes go to filesharing --> iSCSI

root@ @ Help ~

iscsi-single-server

Q search +45Drives samba NFS isCSl File Sharing

Overview Devices
Device Name File Path Block Size Type
No devices. Click '+' to add one
Storage Devices
Networking Targets

Virtual machines

Target Name

Accounts

No targets. Click '+ to add one
Services

45Drives Disks Import/Export Config

45Drives Motherboard

Navigator

File Sharing
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+ Click the + in devices --> give it a device name --> select your type(fileio) --> file path (zpool name then name
for image file you created earlier)

#45Drives Ssamba NFS iSCSI File Sharing

Devices

New iSCSI Device

Device Name

devicel
Device Type

Filel0 ~
File Path

ftank/image1

@ Device path does not exist. Create now

Block Size
512
Device Name File Path Block Size Type +

No devices. Click '+ to add one.

+ Select size --> click create --> then hit create again

Create New File

File Size

10
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+ Then go to targets, click the + and give it a target name

Devices

Device Name File Path Block Size Type

device1 /tank/image1 512 Filelo L]
Targets

New Target

Target Name

iqn.2024-10.com.iscsi-single-server:iscsidevice

Target Name

No targets. Click '+' to add one.

+ Click the + on address and add the IP you want your initiator to connect to (Note: port 3260 is used by default so you
don't need to input it, if using something different specify IP:8779 for example)

Target Name

ign.2024-10.com.iscsi-single-server:iscsidevice PR |
New Portal

Portal Address

192.168.54.77
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Next, go to group and give it a name, click create

Target Name +
ign.2024-10.com.iscsi-single-server:iscsidevice P |
Address +

192.168.54.77

New Initiator Group

Group Name

groupl

1+ Click the wrench next to the group name
* add your initiator IP

Group Name ar

group1 & 0
New Initiator

Name

ign.1998-10.com.server.windows:host
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+ add the device, give it a LUN ID and select the device we created

Group Name

group1 & 0

Name

iqn.1998-10.com.serverwindows:host L]

New LUN

Unit Number

1

Device
devicel v
Device Number

No LUNS. Click '+' to add one.

* *This is everything we need to get a basic iSCSI LUN set up * From here you have two ways to connect either quick
connect in targets or below
* Go onto windows iscsi initiator —> Discovery —> enter IP —> OK

+ Go back to iscsi Target click connect here is where we can connect or set up additional authentication

+ For CHAP authentication please see below.
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445Drives samba NFS isCSI File Sharing

Devices

Device Name File Path Block Size Type
devicel /tank/image1 512 Fileo o
Targets
Targe( Name
ign.2024-10.com.iscsi-single-server:iscsidevice PN
Address
192.168.54.77 i
Group Name
group1 / ﬁ
Name
iqn.1998-10.com.serverwindows:host i
Device Number
devicel 1 ]
Y-
1. From here you have two ways to connect: either quick connect in targets or below.
2. Go onto Windows iSCSI initiator —> Discovery —> enter IP —> OK
3. Go back to iSCSI Target, click connect; here is where we can connect or set up additional authentication

Set-up

IncomingUser

This method is for the Target to authenticate the connection from the initiators or the IncomingUsers.

Create username, password, select IncomingUser, and create
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roote
@ Hep ~

#45Drives samba NFS isCSI File Sharing
Networking
Device Number
Virtual machines
devicel 1 o

Accounts
Services
45Drive . New CHAP Configuration

Username
45Drive lotherboard

rocky

45Drive

Password

passwordasas|

File Sharing

CHAP Type
Identities IncomingUser
Tools
Benchmarks

Username Password Type
Applications

No CHAP configurations. Click *+' to add one

Kernel dump
SELinux Initiator Name Session Read Count Session Write Count

Software Updates L]

+ Next, on Windows, go to your iSCSl initiator —> Discovery —> Connect —> Advanced

* From here, check off “Enable CHAP login” and enter the user and password we created in Rocky
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AUTOMATED ZFS REPLICATION/SNAPSHOTS IN HOUSTON UI

+ Make sure to install mbuffer and remove the old auto snapshot service on all Storinators you
wish to use snapshots with znapzend.
dnf install mbuffer
systemctl restart znapzend

+ In the Houston Ul, go to the ZFS tab.
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Systemn

Overview

MNetworking

ZF5

Storage Devices

\irtual Machines

+ Select the Dataset you wish to backup. Click the drop down on the left and select “Configure
Replication Task

e Mig KB B 126 KiE 4 i
ank/ 5213TiB 17044 K8 08 08 128 KB Lzs o off No EI
ank/ 3T 17044 K8 0B 0B 12eKB 74 of ! Configure File System
ank/samba 5213TiE 29116 K8 59 42 KiB 0B 126 KiB 7] o ves | Edit Permissions
Rename File System
nk/samba-test 5213TiB 17044 K8 aB 0B 128 ki Lz4 off Yes epameFleSysten
Unmaount Flle System
ba-wind B 14 8 B 08 B o i

Destroy File System
Cenfigure Replication Task

Enable Samba Share

+ The screenshot below details a task that takes a snapshot once daily, and retains the snapshots
for 1 month. This can be customized to your use case.

+ Also, you can add multiple rules by clicking the +. For example, the setup below is for every hour
for 7 days, every 4 hours for 30 days, and every 90 days for a year.
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Configure Replication Task

Recursive
Destination  [J

mBuffer Size 1

mBuffer Unit G -

Source Plans[#

Retention Time 7
Retention Time Unit Day -

Interval Time 1
Interval Time Unit Hour -

Retention Time 30

Retention Time Unit Day -
Interval Time 4

Interval Time Unit Hour -
Retention Time 1

Retention Time Unit Year -

Interval Time j=10]

Interval Time Unit Day -

Cancel

<
 in e Make sure to restart the ‘znapzend’ service after any change has been
I
made to snapshot tasks

e
3 znapzend ZnapZend - ZFS Backup System

+ To ensure the snapshots are being created you can go to the Snapshots section of the ZFS to see
all snapshots that were created.
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SOFTWARE

45Homelab comes with Rocky as the default OS and Houston Ul for the server management. Apart from
that you can install other software stacks as well as per your preference. We have included some of them
for your reference.

Container Runtime Setup (Docker or Podman)
= Remove conflicting packages (safe to run even if none installed)

sudo dnf remove docker \
docker-client \
docker-client-latest \
docker-common docker-latest \
docker-latest-logrotate docker-logrotate \
docker-engine \
podman \
runc

* Set up the repo:

sudo dnf -y install dnf-plugins-core
sudo dnf config-manager -add-repo https://download.docker.com/linux/rhel/docker-ce.repo

+ Install packages:

sudo dnf install docker-ce docker-ce-cli containerd.io docker-buildx-plugin docker-compose-plugin
= Start docker by running:

Systemctl enable -now docker

sudo systemctl enable —now docker

 You'll be asked to authenticate a few services
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or unit fil

entity to authenticate as (

Created symlink /et ySstemc stem/multi-user.target.wants/docker.service 3 fusr/lib tem/docker.service.

tion is required t
identities can be

+ Optional: if you want your 45drives user to be able to run docker commands without sudo you can add

them to the docker group

sudo usermod -aG docker $USER

* Log out and log back in so that your group membership is re-evaluated.

PORTAINER
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With the help of Portainer, you can easily interact with containerized programs, monitor your Docker
installation, and set up new stacks. To centralize your container administration around a single
application, a single Portainer instance may link to numerous Docker hosts.

Make sure docker is installed before you proceed.

+ Create the docker volume
docker volume create portainer_data

[root@storinator ~]# docker wvolume create portainer data
Emulate Docker CLI using podman. Create /etc/containers/nodocker to quiet msg.
portainer_data

[root@storinator ~]# I

* docker run -d -p 8000:8000 -p 9443:9443 --name portainer --
restart=always -v /var/run/docker.sock:/var/run/docker.sock -v
portainer_data:/data portainer/portainer-ce:lts

[root@HL1S ~# docker run -d -p 8060:80@0 -p 9443:9443 --name portainer --restart=always -v /var/run/docker.sock:/var/run/docker.sock -v portainer data:/data portainer/portainer-ce:latest
Emulate Docker CLI using podman. Create /etc/containers/nodocker to quiet msg.
Please select an image:
registry.access.redhat .com/portainer/portainer-ce:latest
i edhat . io/portaine iner-ce:latest
portainer/portain

[root@HL15 run]# docker run -d -p 8608:8080 -p 9443:0443 --name portainer --restart=always -v fvar/run/docker.sock: /var/run/docker.sock -v portainer_data:/data portainer/portainer-ce:latest
Unable to find image 'portainer/portainer-ce:latest® locally
latest: Pulling from portainer/portainer-ce
7952208431d7: Pull complete
Af272ca3dde3: Pull complete
5171176db7f2: Pull complete
: Pull complete
: Pull complete
: Pull complete
27d6dcadcaba: Pull complete
231d7e5@ef35: Pull complete
589f2af34593: Pull complete
5fc2ddaa6fe7: Pull complete
AfAfb708ef54: Pull complete
Digest: sha256:f29cbc7b26ebd781b1fe92badfa2edea35@e871372a6296a1fal16bag99481fb2
Status: Downloaded newer image for portainer/portainer-ce:latest
f786478bed7@e71711e9c1540c15a94988cc4at401bd8cadf1be857dde24156
[root@HL15 run]#
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+ The portainer will be on port 9443 so access it using https://serverip:9443
* Make sure the port is open in the firewall.
+ Create the admin user

& Portainer x 4+

5//192.168.210.0:9443/#1/init/admin

168.244... (& Directory &5 KB @ Training ) BambooHR Workvivo @ KB Login Tableau &) Warranty & Replace... (& rma_procedure_-_re.. % FedExCanada @8 Territory Ceph @B Broa

‘ﬂf ortainer.io
F.p

v New Portainer installation

Please create the initial administrator user.

Username admin
Password

Confirm password

A The password must be at least 12 characters fong.

Allow collection of anonymous statistics. You can find more Information about this in our privacy policy

> Restore Portainer from backup
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* You can click on getting started.

+ You can check more on the documentation at https://docs.portainer.io/
+ Click Get started to start a local environment.

L (& A Notsecure | hitps//192.168.210.0:9443 /#! /wizard

i# start [Protocase Do.. @ https://192.168244... & Directory &5 KB @ Training &) BambooHR [ Workvive @ KB Login
© Upgrade to Business Edition Enviranment Wizard

Quick Setup

portainer.io

& Home #  Environment Wizard

Welcome to Portainer
Environment: &) Mo

We have connected your local environment of Docker 10 Portainer.

Get started below with your local portainer or connect maore container environments

Settings

Users

Environments o
EEEEE
Registries d

Authentication logs

Naotifications Get Started Add
Settings Environments

Proceed using the local
e ] Connect to other
Portainer is running in environments

* You should have portainer local environment like below

£ Environments
Click on an environment to manage

Platform Connection Type Status Tags Groups

local @& Up Ar 2023-10-0311:47:48  Standalone 24.0.6  /var/iun/docker.sock

anl
PN L -
d Group: Unassigned ©> Notags 4 Local

£ 0 stacks @ 1container (31 MO0 Q0 QO B 1 volume = 1image {8 1 CPU E) 1.9 GB RAM
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https://docs.portainer.io/

Now you have your portainer ready to deploy other software stacks.

INSTALLING NGINX PROXY MANAGER(NPM) ON PORTAINER

NGINX

PROXY MANAGER

Below would be the steps to install NPM to set up proxy for custom ports for various applications.

* Go to your portainer home and select your environment.
+ Click on stacks and add a new stack.

Stacks

Stacks list & a ® & admin
£ Stacks Q [search for a stack... o :

Namel Filter ¥ Type Control Created Ownership

+ Give a name for your stack. For example, we can give npm.
+ Paste the below contents on the web editor
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version: '3

volumes:
npm-data:
npm-ssl:
npm-db:

networks:
frontend:
backend:

services:
npm-app:
image: jc21/nginx-proxy-manager:2.9.19
restart: always
ports:
-"80:80"
-"81:81"
-"443:443"
environment:
- DB_MYSQL_HOST=npm-db
- DB_MYSQL_PORT=3306
- DB_MYSQL_USER=npm
- DB_MYSQL_PASSWORD=thisisjustatest
- DB_MYSQL_NAME=npm
volumes:
- npm-data:/data
- npm-ssl:/etc/letsencrypt
networks:
- frontend
- backend
npm-db:
image: jc21/mariadb-aria:latest
restart: always
environment:
- MYSQL_ROOT_PASSWORD-=thisisjustatest
- MYSQL_DATABASE=npm
- MYSQL_USER=npm
- MYSQL_PASSWORD-=thisisjustatest
volumes:
- npm-db:/var/lib/mysq|
networks:

- backend
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' After that click on deploy stack and wait for the deployment to be completed.

Actions

Deploy the stack

#+ Nginx Proxy Managers webUI will be available at port :81 http://192.168.210.0:81 with
admin@example.com and changeme credentials.

Login to your account

Email address

Password

NGINX

PROXY MAMNAGER

'l }
.......
Signin

7' Once in set the admin account email id and password

+ After that you can start creating your proxies.
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NEXTCLOUD AND NPM ON PORTAINER

Nextcloud

* In portainer navigate to "Images" and select Build a New Image:

€ C A Notsecure | hitps//192.168.105.105:9443/#1/2/docker/images 2 % Mm@ % 0 &

ZFS Resources Ceph Resources FreeNAS Resources Samba Resources NFS Resources Proxmox ActiveDirectory Bash Resources Nertcloud Resources Samba Research Diskspd Quting Storage Efficiency a. Switching and Net... » Other bookmarks

@ Upgrade to Business Edi Images
. 5 Image list & 2 @ & admin v
portainer.io
A 7 i
& Home & Pullimage
Registry Docker Hub (anonymous) v
local
_ Image* dockerio | e.g. my-image:my-tag & Search
B Dashboard . -
# App Templates v & Image name s required.
Stacks @ Advanced mode
® Containers
= Images
© You are currently using an anonymous account to pull images from DockerHub and will be limited to 100 pulls every 6 hours. You can configure DockerHub authentication in the Registries View. Remaining pulls: 99/100
Networks
B8 Volumes
©® Events
® Host v Images Q Search. & import :
Id Filter V' Tagsd Size Created
Settings
sha256:189de649cd8acd751d8098d4433eee. ‘gher.lofimmich-app/immich-serverelease 168 2023-09-2111:54:45
2 Users
& Environments v sha256:222c92ef: d0cbf3do5823. d ghor.iofimmich-app/immich-web:release 2376 MB -09-21 11:119:37
@) Registries
sha256:8eefd35967bda5f3081cf0f830cat0. ghcr.io/immich-app/immich-machine-leamning:release 17GB 2023-09-21 11:119:32
B Authentication logs
0  Notifications sha256:¢12ce38b74c55dd3cdc0ebae1a38fb., AScioud:latest 18 GB 2023-09-21 10:35:27

9e49d7ee66cc058f871549090da02. . (T nexteloud:iatest 1268 2023-09-21 05:30:01

New version available

:ca907ba60741539628b4724520c03a.. linuxserver/plerclatest 339.2 MB 2023-09-18 13:37:20
portainerio Communi
63b1b25d3502ed445C1f0f5ef 20218, 3253 MB 2023-09-1812:04:38
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* Name the new image "45cloud" and paste the contents of
https://github.com/45Drives/scripts/blob/main/nextcloud/Dockerfile

2 Builder ® Quiput

Naming

You can specify multiple names to your image.

A name must be specified in one of the following formats: name:tag , repository/name:tag of registryfgdn:port/repository/name:tag format. If you amit the tag the default latest value Is assumed.
name 45cloud @

Build method

o | :
@ Web editor ‘ (>4 Upload URL

Use our Web editor Upload from your computer Specify a URL to a file

Web editor

You can get more Infarmat natin the official documentation.

@ Define or paste the co

1 FROM nextcloud

2 RUN apt-get update &% apt-get install -y bash
3 RUN apt install smbclient libsmbclient-dev -y
4  RUN apt install cron -y

5 RUN apt install libmagickcore-6.ql16-6-extra -y
6 RUN apt install ffmpeg -y

7 RUN apt install nano -y

8 RUN pecl install smbclient

9  RUN docker-php-ext-enable smbclient]

+ Click “Build the image.” This starts the build and pulls base images (about 3—4 GB).
Note: This can take several minutes depending on your network and registry speed.
Watch the build logs until it completes.

+ Then navigate to the "Stacks" tab, and click "Add Stack"

© Upgrade to Business Edition Stacks

Stacks list & a2 ® & admin v

A

portainer.io

< Stacks Q Search for a stack + Add stack NI

Named Filter ¥ Type Control Created Ownership
local
nginx-proxy-manager Compose Total 2023-08-20 11:52:57 by admin ® administrators
Dashboard
App Templates 3 ltemsperpage | 10 v

Stacks

@ Containers

Images

= Networks
Volumes
9 Events

Host
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+ Name the stack nextcloud-nginx and paste the following into the text box

+ If you already have NPM installed remove those NPM sections from the text below when pasting into the web
editor.
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version: "3"

volumes:

nextcloud-data:
nextcloud-db:
npm-data:
npm-ssl:
npm-db:

networks:192.168.54.104 homelab.local

frontend:
backend:
services:

nextcloud-app:

image: 45cloud:latest

restart: always

volumes:

- nextcloud-data:/var/www/html

environment:

- MYSQL_PASSWORD-=thisisjustatest

- MYSQL_DATABASE=nextcloud

- MYSQL_USER=nextcloud

- MYSQL_HOST=nextcloud-db

- PHP_UPLOAD_LIMIT=200G

- OVERWRITEPROTOCOL=https
networks:

- frontend

- backend
depends_on:

- nextcloud-db

nextcloud-db:

npm-app:

npm-db:

image: mariadb:10.5
restart: always
command: --transaction-isolation=READ-COMMITTED --binlog-format=ROW
volumes:
- nextcloud-db:/var/lib/mysql
environment:
- MYSQL_ROOT_PASSWORD-=thisisjustatest
- MYSQL_PASSWORD-=thisisjustatest
- MYSQL_DATABASE=nextcloud
- MYSQL_USER=nextcloud
networks:
- backend

image: jc21/nginx-proxy-manager:2.9.19
restart: always

ports:
- "80:80"
-"81:81"
- "443:443"
# Enable ONLY if you need to pass these through NPM:
# - "8900:8900"
# - "32400:32400"
# - "2283:2283"
environment:
-DB_MYSQL_HOST=npm-db
- DB_MYSQL_PORT=3306
- DB_MYSQL_USER=npm
- DB_MYSQL_PASSWORD-=thisisjustatest
- DB_MYSQL_NAME=npm
volumes:
- npm-data:/data
- npm-ssl:/etc/letsencrypt

networks:
- frontend
- backend
depends_on:
- npm-db

image: jc21/mariadb-aria:latest
restart: always
environment:
- MYSQL_ROOT_PASSWORD-=thisisjustatest
- MYSQL_DATABASE=npm
- MYSQL_USER=npm
- MYSQL_ PASSWORD =thisisjustatest
volumes:
- npm-db:/var/lib/mysq|
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= Click Deploy Stack and wait for it to finish
# At this point all configuration steps are identical to:
https://knowledgebase.45drives.com/kb/kb451402-nextcloud-with-nginx-proxy-manager-on-ro
cky-linux/
* Nginx Proxy Managers webUI will be available at port :81 with admin@example.com and
changeme credentials.
" When creating your proxy host use the name of the container found in the containers tab of
portainer.

CONFIGURING PLEX PORTAINER

* Go to portainer and create a new volume called plex_config

portainer.io Create volume 2 ® 2 admn v

@ Home Name nlex config
Driver configuration

local & Driver local i/
@ Dashboard

@ App Templates

S sStacks Use NFS volume
© Containers Use CIFS volume
= Images

Access control
= Networks

Enable access control (3) o
8 Volumes
©® Events °
@ Host > @\ Administrators 2 Restricted

| Want to restrict the management of this resource to administrators only | want to restrict the management of this resource to a set of users and/or teams

Settings

Actions
A Users

Create the volume

© Environments

) Registries

+ Then go to create a container name as you want example "nlavmadia"
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+ For the image give linuxserver/plex:latest

Containers > Add container

Create container

Name plexmedia

Image configuration
Registry Dacker Hub (anonymous)
Image* dockerio | linuxserver/plex:latest

@ Advanced mode

Always pull the image (3)

+ Under volumes click on map additional volume and create a volume with container path of
/config to the volume you created in step 1

#€:  Advanced container settings

Command & logging Volumes Network Env Labels

container [config Velume | Bind ]‘E[

> volume ‘ plex_config - local v‘ Writable Read-only

+ Click on map additional volume and create a second bind volume with container path to /media.
This name can change to whatever and bind it to the host path that they want to store media
such as a zpool, etc. (here we can use our path in the zpool where our storage is).

container [media Volume Bind ]‘E[

=4 host ‘ [tank/plexmedia Writable Read-only

* Under network select the nginx proxy frontend network
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81 Advanced container settings

Network nginx-proxy-manager_frontend

* Under ENV click on add environment variable and throw in PGID 1000 and PUID 1000. Here 1000
is the ID of the user that we are given ownership of the content, so add the ID accordingly.

€t Advanced container settings

Command & logging Volumes Network “ Labels

Environment variables

These values will be applied to the container when deployed
[# Advanced mode

(& Switch to advanced mode to copy & paste multiple variables
name | PGID value | 1000
name | PUID value | 1000|

P G R e e e T A R R R i

1+ Select a restart policy of unless stopped

8  Advanced container settings

Command & logging Volumes Network Env Labels Restart policy

Restart policy Never | Always | Onfailure | Unless stopped

+ deploy the container

Actions

Auto remove (3)

Deploy the container

* You should be able to see that the container is deployed and running.
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plexmedia running BO.> & - linuxserver/plex:latest 2023-09-27 11:00:51

* Nginx Proxy Managers web Ul will be available at port :81 with admin@example.com and

‘change me’ credentials.
* When creating your proxy host use the name of the container found in the containers tab of

portainer.
+ Create a proxy host with domain name IP:PORT or DNS name if they are port forwarding or have

a hostname select scheme (http/https), forward hostname is the name of the container and
forward port by default would be 32400. Then under advanced custom nginx config put in "listen

32400;"
+ Click on proxy hosts
@ Nginx Proxy Manager {\:j,:?:y.sy

(@ Dashboard ) Hosts & Accesslists (O SSLCertificates & Users [0 AuditLog & Settings

Hi Admin

4 Proxy Hosts 0 Redirection Hosts n 0 Streams ' 0404 Hosts

+ Add proxy host

@ Dashbeard JHosts & Accesslists O SSL Certificates % Users [0 AuditLog %2 Settings
Proxy Hosts Q ©] -
Edit Proxy Host x
4 Details
Domain Names *
plexlocal
Scheme * Forward Hostname [ IP * Forward Port *
http plexmedia 32400 +
Cache Assets O Block Commeon Exploits

() Websockets Support

Access List

Publicly Accessible

Cancel n
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* Now you can access your plex using http://serverip:32400

+ Make sure the port is open in the firewall.
+ Sign in or create a plex account

Plex Web

would like to sign in to your Plex account

This application is at and is not

hosted by Plex. Continue only if you recognize this

server and wish to grant access.

G Continue with Google

Ei Contnue with Facebook

@ Continue with Apple

Emall or Usernams

Password Forgot?

Need an account? Press the Google, Facebook, or Apple

buttons above, or sign up with emall
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How Plex Works

Plex Media Server runs on the computer where you keep your media

G —

Plex scans your media, automatically organizes it, and makes it beautiful

+ After that you can set up the library as per your wish
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plex

Server Setup

Name

¥ Allow me to access my media outside my home

+ Click on add libraries

HL15 — Libraries

Add Library Scan Library Files

+ You can select the library type and then select the media folder that we had linked to our storage
in HL15
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+ Add Library

Mame your library and choose language.
MName

Movies

+ After that select the folder, we are selecting media as we had given that during our container
creation.

+ Add Library

Add folders to your library

i Browse For Media Folder

Add folders to your library

/media
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* Then you can scan the library for the existing files

Movies ¥ Manage Recommendations # Edit Library

Gran!

Scan Library Files

R vetadata
Empty Trash

Delete

B merge Recently Added items

* You will be able to see the videos that are there in your server in the dataset or path you have
given.

IMG 1047

You can check https://support.plex.tv/articles/200264746-quick-start-step-by-step-guides/ for more
guides and info.
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IMMICH- self-hosted backup solution for photos and videos

[IMMICH

Self-hosted photos and videos
backup tool

‘£ Go to "Stacks" in the left sidebar.

“ Click on "Add stack".

= Give the stack a name (i.e. Immich), and select "Web Editor" as the build method.
“* Copy the content of the docker-compose.yml file

name: immich
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services:
immich-server:
image: ghcr.io/immich-app/immich-server:${IMMICH_VERSION:-release}
container_name: immich_server
environment:
- TZ=${TZ:-UTC}
volumes:
- uploads:/data
- /etc/localtime:/etc/localtime:ro
ports:
- "${IMMICH_PORT:-2283}:2283"
depends_on:
- redis
- database
- immich-machine-learning
restart: always

immich-machine-learning:
image: ghcr.io/immich-app/immich-machine-learning:${IMMICH_VERSION:-release}
container_name: immich_machine_learning
environment:
- TZ=${TZ:-UTC}
volumes:
- model-cache:/cache
restart: always

redis:
image: docker.io/valkey/valkey:8-bookworm
container_name: immich_redis
restart: always

database:

image: ghcr.io/immich-app/postgres:14-vectorchorde.4.3-pgvectors0.2.0

container_name: immich_postgres

environment:
POSTGRES_PASSWORD: ${DB_PASSWORD:-immich_pass}
POSTGRES_USER: ${DB_USERNAME:-immich}
POSTGRES_DB: ${DB_DATABASE_NAME:-immich}
POSTGRES_INITDB_ARGS: '--data-checksums'

volumes:
- dbdata:/var/lib/postgresql/data

shm_size: 128mb

restart: always

volumes:
uploads:
dbdata:
model-cache:

+ Click on "Advanced Mode" in the Environment Variables section.

Environment variables

These values will be used as substitutions in the stack file. To reference the .env file in your compose file, use "stack.env’
&
=

o

» oy B et \ & warinkbla
LLP 0 Copy & pasie MUilipie varigies
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+ Copy the content of the example.env from below and paste into the editor. (github repo -
https://github.com/immich-app/immich/releases/latest/download/example.env )

IMMICH_VERSION=release

TZ=America/Halifax

IMMICH_PORT=2283

DB_USERNAME=immich
DB_PASSWORD=change_me_strong
DB_DATABASE_NAME=immich
TYPESENSE_API_KEY=supersecret
IMMICH_SERVER_URL=http://immich_server:3001
IMMICH_WEB_URL=http://immich_web:3000

+ Switch back to "Simple Mode".

* Populate custom database information if necessary.

+ Populate UPLOAD_LOCATION with your preferred location for storing backup assets.
+ Click on "Deploy the stack".

Actions

Deploy the stack

+ Immich will be accessible via http://serverip:2283/

* Make sure the port is open in the firewall.

Post installation you can you can use the guide below to set
up
https://documentation.immich.app/docs/install/post-install
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Immich user guide

Uploading Pictures

+ For First-Time Users

+ On the main home page, you'll see a noticeable box labeled "CLICK TO UPLOAD YOUR FIRST
PHOTO." Click on it to begin the upload process.

* For Users with Existing Uploads:

* If you already have pictures uploaded, simply click the "Upload" option located in the top-right
corner of the screen. This will allow you to select images, videos, or other media from your local
computer. **YOU MUST BE IN THE PHOTOS TAB FOR THE UPLOAD BUTTON TO APPEAR**

Explore Tab

+ Within the Explore tab, you have access to a range of tools that make searching and viewing your
photos a breeze. Leveraging the capabilities of ChatGPT, facial recognition, and geolocation
technology, finding your pictures has never been more convenient.

+ You can also narrow down your search by categories such as Favorites, Recently Added, Videos,
Motion Pictures, and Panorama Photos, making it

Map Tab

+ In the Map tab, you can harness the geolocation data of your photos to visualize them on a
world map. This feature allows you to see exactly where each of your photos was taken,
providing a unique and interactive way to explore your memories.

* Inside Map Settings, you have the capability to adjust the map's visual mode (dark or light),
decide whether to display only your favorite photos on the map, and specify a date range for the
displayed photos. These options enable you to tailor your map experience to your preferences.

Sharing Tab

+ Within the Sharing tab, you have the capability to create shared albums with other IMMICH
members or share album links with individuals who don't have IMMICH accounts. This feature
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simplifies the process of sharing your albums with others, regardless if they use IMMICH or not/
Library

Favorites Tab

+ In the Favorites tab, you can conveniently locate all the photos you've marked as your favorites.
This tab serves as a dedicated space where your cherished photos are readily accessible.

Albums Tab

* In the Albums tab, you can seamlessly create and organize photos into distinct albums. This
feature allows you to categorize your photos and easily access them based on the specific
albums they belong to.

Archive Tab

t The Albums tab serves as a storage space for your photos, keeping them separate from the
main photo view. This feature is useful for safely tucking away photos that you may not want
readily accessible or visible in the main photos tab or to other users.

Mobile App

Settings

The Albums tab serves as a storage space for your photos, keeping them separate from the main photo
view. This feature is useful for safely tucking away photos that you may not want readily accessible or
visible in the main photos tab

Administration

When logged into IMMICH as an administrative account in the WebUI, you will notice an
"Administration" button located in the top-left corner. Clicking this button will navigate you to the
administration window, where you can access and configure all the administrative settings for IMMICH.

Users

Within the "User" tab, you have the ability to both view existing users and manage them by adding or
removing users as needed. To make changes to a user's settings, simply locate the user and click on the
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blue pencil icon situated to the right of their entry. This enables you to edit various aspects of their
profile, such as their email address, name, storage label, external path, and even reset their password.

Furthermore, each user account has its dedicated personal settings accessible by clicking on your name
or icon located in the top right corner. Within this section, you can perform various actions, including
managing your account details, handling API keys, authorizing devices, managing memories, overseeing
password settings for your account, and configuring sharing preferences.

Jobs

When in the 'Jobs' tab, you can conveniently monitor all currently active tasks, such as generating
thumbnails, extracting metadata, sidecar metadata, tagging objects, encoding clips, recognizing faces,
transcoding videos, and handling storage template migration jobs, which can be initiated from the
bottom of the page. Furthermore, you have the option to control the concurrency settings by navigating
to the top right corner of the page, where you will find a blue box labeled 'Manage Concurrency”.

Settings

Inside the settings tab, we have a number of options to choose from. Starting with Job Settings - These
settings are the same settings that are found in the jobs tab in the “manage concurrency” button.

* Machine Learning — In this section, you can configure Machine Learning settings, including the
option to enable or disable features such as Image Tagging, Smart Search, and Facial
Recognition.

+ Map Settings — in this section, you have the flexibility to enable or disable the map features, and
you can also modify the tile URL if needed.

+ OAuth Authentication — In this section, you have the ability to control the login settings using
OAuth. You can manage various parameters such as the Issuer URL, Client ID, Client Secret,
Scope, Storage Label Claim, Button Text, as well as options like Auto Register, Auto Launch, and
Mobile Redirect URL override

* Password Authentication — In this section, you can toggle the option to log in using a username
and password, allowing you to either enable or disable this feature.

+ Storage Template — In this section, you can customize how your images and videos are saved, as
well as configure the desired file structure.

+ Thumbnail Settings — Here, you have the option to modify the resolution of both small and large
thumbnails, as well as fine-tune the quality percentage. Additionally, there's a setting available
for those who prefer the Wide Gamut display.

+ Video Transcoding Settings — This tab is for the bit more advanced users. Here we manage the
resolutions and encoding information of the video files. We can find things such as:

¢ Constant Rate Factor (-crf)
¢ Present (-present)

e Audio Codec

¢ Video Codec

¢ Target Resolution
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¢ Max Bitrate

e Threads

¢ Transcode Policy
¢ Tone-Mappin

¢ Two-Pass Encoding

This is also two subdirectories inside the Video Transcoding settings being

e Hardware Acceleration (Experimental)
¢ And Advanced in side advanced are settings most users will not need to change

Server Status

In the Server Status tab, you can access information like the total number of photos and videos stored,
as well as the amount of storage used. Additionally, you can view detailed user usage data, which
provides insights into the number of photo and video uploads for each individual user.

You can also check the server status, version, and storage usage from any page or tab by looking in the
bottom left corner of the WebUI interface.

CLI Commands
You can find the CLI and bulk upload commands / guides here

httos://immict docs/f bulk-upload

HOME ASSISTANT

An Open-source home automation that puts local control and privacy first. Powered by a worldwide
community of tinkerers and DIY enthusiasts.
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Method 1- Portainer deployment

¢

Points to
note

This is the bare minimum to get the container upand running, to access the - (1

Home Assistant web UL |

1. Go to your portainer Ul —> stacks —> “Add Stack” —> Web editor —> Paste your docker-
compose.yml

version: "3.9"

services:
homeassistant:
image: homeassistant/homeassistant:stable
container_name: homeassistant
network_mode: host
environment :
- TZ=America/Halifax
volumes:
- Jopt/docker/stack/home assistant/config:/config
restart: unless-stopped

The only things that need to change in this file are the time zone (TZ) and the volume path.

Click “Deploy the stack”.
Navigate to http://IP:8123

Make sure the port is open in the firewall.

Follow guided Home Assistant Web Ul setup

vk W

Method 2- Deploying in Rocky Terminal

Step 1: Create a Docker Compose file

+ Create a directory for your Home Assistant configuration, and inside this directory, create a
docker-compose.yml file
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http://ip:8123/
https://www.home-assistant.io/getting-started/onboarding/

mkdir -p /opt/docker/stack/home_assistant
cd fopt/docker/stack/home_assistant
vim docker-compose.yml

* In the docker-compose.yml file, paste the following content:

version; "3.9"
services:
homeassistant:
container_name: homeassistant
image: homeassistant/home-assistant:stable
network mode: host
environment:
- TZ=America/Halifax
volumes:
- fopt/docker/stack/home_assistant/config:/config
- Jfetc/localtime: /etc/localtime:ro
restart: unless-stopped

+ Save the file and exit the editor.

Step 2: Start the Service

Run Docker Compose from the same directory as your docker-compose.yml file:

docker-compose up -d
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This command will pull the necessary image and start the container in the background.
Step 3: Accessing Home Assistant

Since you're using network_mode: host, you can access the Home Assistant Ul by navigating to
http://<host-ip>:8123 or http://localhost:8123 if you're on the host machine, replacing <host-ip> with
the actual IP address of your host.

Additional Notes:
* Ensure that no other services are using port 8123 on your host.
* If you face any issues accessing Home Assistant, consider checking firewall rules or network
policies that might be blocking the port.

-+

WIREGUARD- fast, modern, and secure VPN tunnel

WIREGUARD

FAST, MODERN, SECURE VPN TUNNEL

-+~

Go to "Stacks" in the left sidebar.

Click on "Add stack".

Give the stack a name (i.e. wireguard), and select "Web Editor" as the build method.

+ Copy the content of the docker-compose.yml file

You will need to set a secure password in the section in the .yml (WGUI_PASSWORD) file if you
are planning to do port forwarding.

+

-+~

+
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http://localhost:8123/

version: “3*
services:

wWwireguard:
image:linuxserver/wireguard:latest
container_name: wireguard
cap_add:
= NET_ADMIN

volumes:
- .feonfig:/config ports:
- "Gegg:5eaa”
- "51828:51828/udp”

Wwireguard-ui:
image: ngoduykhanh/wireguardui:latest
container_name: wireguard-ui

depends_on:
- Wireguard
cap_add:
- MNET_ADMIN
network_mode: service:wireguard
environment:
- SENDGRID_API_KEY
- EMAIL_FROM_ADDRESS
- EMAIL_FROM_NAME
- SESSION_SECRET
= WGUI_USERNAME=admin
= WGUI_PASSWORD=KGMrUGST (+ AhS3ENLK><8
= WG_CONF_TEMPLATE
- WGUI_MANAGE_START=true
- WGUI_MANAGE_RESTART=true
logging:
driver: json-file
options:
max-size: 58m
volumes :

- .fdb:fapp/db
- .fconfig:/etc/wireguard

+ Click on "Deploy the stack".
* If you want to do port forwarding after that you could follow those steps as well.
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FRIGATE- open-source NVR built around real-time Al

& FRIGATE

This is the bare minimum to get the container up and running and will need
Points to
further configuration based on your specific environment, cameras,

needs,storage etc.

Environment:

* rocky 8

+ docker files in default location /var/lib/docker
+ Example containers location & structure

opt

— docker
| L— stack

| |— frigate

| | — config
|

|

L— config.yml
| 9.y
| L— docker-compose.yml

docker-compose.yml

(Note Wireguard and frigate are both using the same ports (5000:5000) note in the doc that if they are deploying both
to change one of them to something like 5001:5000)
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version: "3.9°

services:
frigate:
container_name:frigate
image: ghcr.io/blakeblackshear/frigate:stable
privileged: true # often needed for VAAPI/USB cams
restart: unless-stopped
shm_size: "64mb" # raise if you add more/high-res streams
environment:
- FRIGATE_RTSP_PASSWORD=password
volumes:
- fopt/docker/stack/frigate/config:/config
- fetc/localtime: fetc/localtime:ro
- frigate_media:/media/frigate # or bind a ZFS path instead (see note below)
Tmpfs:
- Jtmp/cache:size=1@8m # fast RAM cache for decode frames
ports:
- "ceee:seea" # Web UL
- "B554:8554" # RTSP restream
- “B555:8555/tcp” # WebRTC TCP
- "B555:8555/udp™ # WebRTC UDP
volumes:

frigate_media: {}

Note: Ensure to use the image in the docker-compose.yml searching will often provide results for the
deprecated images.

Explanation of docker-compose.yml|

1. version: "3.9"

Defines the version of Docker Compose file syntax. 3.9 is a specific version of the
Docker Compose file format.

2. services:

Defines the services (containers) to be created.

2.1 frigate:

Defines the name of the service (container) to be created.
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2.2 container_name: frigate
Specifies the name of the container that will be created.
2.3 image: ghcr.io/blakeblackshear/frigate:stable
Specifies the Docker image to be used for this service, pointing to Frigate’s stable release.
2.4 privileged: true
Allows the service to access the host's devices and possibly other privileged
functionalities.
2.5 restart: unless-stopped
Ensures the container will restart automatically unless explicitly stopped by the user.
2.6 shm_size: "64mb"
Allocates shared memory for the container, useful when your application has specific
memory requirements.
2.7 ports:
Maps the container's ports to the host's ports.
2.8 environment
Sets environment variables within the container.
2.9 volumes:
Mounts host paths or named volumes to paths inside the container.

/etc/localtime:/etc/localtime:ro binds the host's timezone settings to the container in
read-only mode.

Jopt/docker/stack/frigate/config:/config binds the configuration directory from the host to

the container.

frigate_media:/media/frigate creates a named volume for storing media.

type: tmpfs creates a temporary filesystem in memory, providing high-speed read/write access.

3. volumes:
Defines named volumes used by services.
3.1 frigate_media:

This is a named volume declaration, which creates persistent storage independent of
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the container lifecycle, used here for storing media.
Additional Notes:

FRIGATE_RTSP_PASSWORD: "password" is setting an environment variable with the password for
RTSP access. This will be found in your cameras configuration settings

"5000:5000" makes the web Ul of Frigate accessible on port 5000 of the host machine.
"8554:8554" is for RTSP feeds, "8555:8555/tcp" and "8555:8555/udp" are for WebRTC over TCP
and UDP, respectively.

Each line in this file serves to configure the behavior, access, or setup of the Docker container

or its interaction with the host system or other containers.

Config.yml

The config.yml file is used to specify configuration settings for Frigate. Frigate needs this file to know how
to connect to your cameras, how to process the video streams, how to interact with other services, and
many other settings.

Ensure you have this file created & populated with the correct path in your docker-compose.yml before
running the container.

e After the container is deployed go to containers --> frigate --> console
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Container details

admin v

#8 Actions

411936119

frigate &

Running for 4 minutes

Start time

Container
webhook

o Click connect

Container console admin -~

>~ Execute

Command s /bin/fbash

command

User (3

Connect

e Paste this press enter then disconnect shell

Replace USER, PASS , CAMERA_IP, and stream path. If the camera supports a low-res substream, point detect to that
and use a hi-res stream just for recording for lower CPU.
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cat = feanfig/eonfig.yml <<'EQF'

mgtt:
enahled: false
cameras:
front_door:
fimpeg:
inputs:
= path: rtsp://USER:PASS@CAMERA_IP:554/vour_stream_path
roles: [detect, rimg|
detect:
width: 1920
height: 1080
EQOF

e In the future it is recommended to add more cameras or changes to the config.yml via the host and not in
the container to do this:

# backup first
cp fopt/docker/stack/frigate/config/config.yml Y,
Jopt/docker/stack/frigate/config /config.yml.bak.S(date +3F-%H%M%S)

# open in vim (you prefer vim)
vim Jopt/docker/stack/frigate/config /config.yml
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» Container console admin

».  Execute

Exec into container as default user using command bash &  Disconnect

® Go back to containers and restart frigate
e Navigate to <IP_of server>:5000

1. mqtt:

This denotes the configuration section related to MQTT, a lightweight messaging protocol typically used
in loT setups.

2. enabled: False

This line is configuring whether or not to enable MQTT. Here, it is set to False , meaning MQTT is
disabled.

3. cameras: 1 @ 45 H ome I_a b
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This is the start of the section where you define the configurations for each of your cameras.
4. name_of_your_camera:

This is where you name your camera; it is just a placeholder, so you should replace it with a name that
makes sense for your setup (e.g., front_door ).

5-7. ffmpeg: ... roles: - detect

These lines are defining how Frigate should use FFmpeg to interact with the camera. FFmpeg is a
multimedia framework used to handle video, audio, and other multimedia files and streams. Here, it is
specified to use the camera for detection purposes.

8. inputs:
This denotes the start of a list of input streams from the camera that Frigate should use.
9. path: rtsp://IP_OF_CAMERA:554/rtsp

This line is specifying the RTSP (Real-Time Streaming Protocol) path to your camera stream. You should
replace IP_OF_CAMERA with the actual IP of your camera, and the rest of the path may vary based on
the camera model and manufacturer.

10. roles:

This specifies the roles that this input stream will be used for.

11. Detect

This specifies that the input stream should be used for detection purposes.

12. detect:

This is the start of the section where you define the detection settings for this camera.

Why is this file needed?

This file is crucial because it allows you to tailor Frigate to your specific needs and hardware. By
providing this file, you are informing Frigate about your camera(s), their properties, locations, and how
you want Frigate to process their streams, enabling Frigate to function correctly according to your use
case. Without this configuration file, Frigate would not know how to interact with your camera(s) or how
to process their streams.
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TROUBLESHOOTING

SERVER WONT POWER ON

+ Try powering the server using the switch
+ Check if you are seeing lights on the motherboard and the PSU
+ Check if the fans are spinning

@
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+ Also check the health event logs.

© Server Health © Health Event Log
© sensor Readings
For more advanced healh aventlog Sellings, pleaca Cick faie
© Health Event Log
@p Tris Dage 3hows 1he syslem event log (SEL). You can choose a catogory from e pull-3own bax o fer tha
everts. and can aisa sor Siem by chcking on 2 colenn header
® Por

Cloar Hoalth Event Lag || Save

Sefect a0 eventlog category Keywora Searcn:

[AiEvents v ~| ] Event Log:Max~ 512, Used- 24(event entries)

58

pely Failure detected - Assertion

e e e

Power Supply Fallure detected - Assertion

* If you are not getting any video output it is most likely a motherboard issue or a CPU issue.
* Replace the faulty component and you should be able to power up the server.
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HOUSTON UI'IS NOT ACCESSIBLE

If your Houston Ul is not loading.

t The first thing would be to check if the server IP is accessible.

* Open a terminal or command prompt and try pinging the server IP.

+ If you get a response then your IP / network settings are fine.

t Either ssh into the server or open your IPMI web interface.

+ Once you have connected to the server via terminal/IPMI check if the cockpit service is running
+ systemctl status cockpit

[rootighomelabs ~]# systemctl status cockpit
® cockpit.service - Cockpit Web Service
Loaded: loaded (/usr/lib/systemd/system/cockpit.service; static; vendor preset: disabled)
Active: active (running) since Tue 2823-89-26 11:09:@5 EDT; 2h 58min ago
Docs: man:cockpit-ws(8)
Process: 66810 ExecStartPre=/usr/libexec/cockpit-certificate-ensure (code=exited, status=8/SUCCESS)
Main PID: 66813 (cockpit-tls)

Tasks: 2 (1limit: 408093)
Memory: 5._4M
CGroup: [system.slice/cockpit.service
Ls6013 Jfusr/libexec/cockpit-tls

Sep 26 11:89:85 homelabs systemd[1]: Starting Cockpit Web Service...
Sep 26 11:09:85 homelabs systemd[1]: Started Cockpit Web Service.

+ If the status is inactive then restart the service using systemctl restart cockpit

* Your Houston interface should load fine after that.

+ If the you were not getting ping response during our troubleshooting steps, then you need to
check your networking

+ You can use the nmtui interface and check the interface that has the IP set and check if it is
up and active.

+ If allis good, check if your device is in the correct network.

DRIVES ARE MISSING IN MY ZPOOL

+ Try checking which are the drives in your pool that are missing

* You can either use the zpool status or check in the Ul using ZFS tab

* Check the server logs using dmesg -T to see if it has any drives drop warning.

+ Try re-seating the drive and see if it is getting picked up.

t If the drive is still not detected try swapping it with a drive in another slot and see if it is getting
detected.

+ If the drives are still not detected it is most likely a failed drive.

+ But if the drive gets detected on a different slot. It could be a bad slot.
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ZPOOL IS IN A DEGRADED STATE

-+

Try checking which are the drives in your pool that are missing

* You can either use the zpool status or check in the Ul using ZFS tab

Check the server logs using dmesg -T to see if it has any drives drop warning.

Check if it is an actual failed drive by running SMART diagnostics on the drive

Check if you are noticing any uncorrectable or offline sectors if yes then it is most likely a failed
drive and needs replacement.

If the drive is good you would need to troubleshoot if it is the underlying hardware such as
backplane/cables etc.

-+

-+

+

-+

SAMBA SHARES ARE NOT ACCESSIBLE TO MOUNT

+ Check if you have samba ports added to the firewall.

Firewall @
publiczone Interfaces enol ﬂ

Service TCP upP

dhepve-client 546
cockpit 5090

https 443

v v v v o~

samba 139,445 137,138

+ Check if the samba service is running
+ Check if you have set a separate samba password for the user
+ Make sure you are accessing the share using the right password.

GETTING ACCESS DENIED WHEN ACCESSING THE FILES IN THE SHARE

+ Make sure you are having the appropriate permission to access the files.
Check the permission granted and see if the user getting access denied has access.
It is most likely that he is not having access or is having access to just the top-level folder and not
the child folders and files.
Modify the permission as per your preference and you should be able to access the files.

-+

+

-+

HOW DO | UPDATE MY SERVER
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* You can update the server by using the software updates tab in the Houston Ul

45DRIVES DISK MODULE IS NOT WORKING

+ If the 45drives disks module does not show up and does not detect the drives you can perform

device mapping manually using sudo dalias
Once the command finishes, reload the 45drives disks module and it should show the drives.

+

SYSTEM WOULD NOT BOOT INTO THE OS

* If the system is stuck in a boot loop try accessing the server using the IPMI web

ul.

* Try to go to the boot menu by pressing F11 during the reboot.

+ Once you are in the boot menu try manually selecting the boot drive and boot into
it.

* If that works check if the boot order is set properly.

+ Press the Delete key to go to BIOS and check the boot order.
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